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# Project Overview
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## Two Phase Locking Approach
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## HTM Approach

## Optimistic Concurrency Control Approach

# File Structure

* main:
  + Reads in user input to create a bank and initiates the bank system. Uses an initialization file to configure the starting balances of the bank. Uses a transaction file that determines what type of banking transactions (i.e deposits, withdraws, and transfers) to run on specified accounts and known amounts.
* bank:
  + Contains my implementation of a concurrent bank as a class containing a fixed sized array of structs. Supports deposits, withdraws, and transfers using the selected transaction method (SGL, STM, HTM, etc.).
* bank\_tester:
  + Contains a parallelized banking system where each thread processes a selection of transactions.
* ticket\_lock:
  + Contains my implementation of the ticket lock which is used by the bank for lock protection.
* test\_files/
  + high\_contention/
    - init\_data.txt:
      * Contains the starting balances to initialize the bank to for this test.
    - txn\_data.txt:
      * Contains the transactions to run for this test. Configure for high contention between threads.
    - ledger.txt
      * File generated by running bank with the init\_data.txt and txn\_data.txt files in this folder. Contains the final output of the bank.
    - ledger\_soln.txt
      * File used to validate ledger.txt and the test.
  + low\_contention/
    - init\_data.txt:
      * Contains the starting balances to initialize the bank to for this test.
    - txn\_data.txt:
      * Contains the transactions to run for this test. Configure for minimal contention between threads.
    - ledger.txt
      * File generated by running bank with the init\_data.txt and txn\_data.txt files in this folder. Contains the final output of the bank.
    - ledger\_soln.txt
      * File used to validate ledger.txt and the test.
* Makefile:
  + The Makefile used for compiling and creating the executable.
* bank\_script:
  + Used to test functionality all transaction methods for a given test (high\_contention or low\_contention) and thread count. Serves as a means of unit testing. Tests high contention by running bank for all transaction methods with the input files in /high\_contention. Tests low contention by running bank for all transaction methods with the input files in /low\_contention. Verifies that the ledger produced from the bank call matches the specified solution ledger.
* /docs:
  + Contains documentation on the project and the data collected from the experiment.

# Transaction Throughput

### Experimentation Methodology:

The throughput that I choose to measure was the transaction throughput. To me this made sense over measuring cycles and other throughput as the goal of this project was to implement transactions. All my calculations were done internal to the program as perf would be able to identify my custom transactions. As a result, I computed throughput on a per thread basis by dividing the number of transactions a given thread processed by the time for the thread to finish all transactions. From these per thread throughput calculations, I then calculated the average throughput. This value is displayed in bank\_tester at the end of the bank\_tester function. I ran all experiments on the Jupyter server.

To test how my transaction implementations handles contention, I created test files that either purposely maximized or minimized contention, hence the low\_contention and high\_contention files.

### Test Results:

I collected data for both high and low contention across all implementations (SGL, Two Phase, STM, HTM, and Optimistic CC) with varying thread counts that ranged from high to low values. The data from each implementation, test, and thread count are shown in the tables below:

Table : SGL Throughput Data

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| SGL Transaction Implementation | | | | | | | | | | | | | | | | |
| Contention Status | Thread Count | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 15 | 20 | 25 | 30 | 35 |
| High | Average Throughput (txns/ns) | 0.00008 | 0.000035 | 0.000031 | 0.000028 | 0.000026 | 0.000014 | 0.000018 | 0.000016 | 0.000009 | 0.000009 | 0.000007 | 0.000008 | 0.000005 | 0.000005 | 0.000005 |
| Average Throughput (txns/s) | 79594.44531 | 34865.58203 | 30755.40625 | 27590.17969 | 26434.69727 | 13758.17676 | 17654.95117 | 15739.02734 | 9344.768555 | 9136.186523 | 6605.494141 | 8277.607422 | 4858.189941 | 5080.721191 | 5096.743652 |
| Low | Average Throughput (txns/ns) | 0.000185 | 0.000171 | 0.000031 | 0.0001 | 0.000021 | 0.000074 | 0.000013 | 0.000007 | 0.000008 | 0.000082 | 0.000009 | 0.000004 | 0.000004 | 0.000003 | 0.000017 |
| Average Throughput (txns/s) | 185157.9531 | 170694.25 | 31052.54102 | 100394.25 | 20829.27344 | 74250.84375 | 12589.49316 | 7006.71875 | 7903.827148 | 82390.54688 | 8591.917969 | 4100.473633 | 4055.96582 | 2878.787354 | 16545.90625 |

Table : Two Phase Locking Throughput Data

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Two Phase Locking Transaction Implementation | | | | | | | | | | | | | | | | |
| Contention Status | Thread Count | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 15 | 20 | 25 | 30 | 35 |
| High | Average Throughput (txns/ns) | 0.000096 | 0.000033 | 0.000033 | 0.000085 | 0.000027 | 0.000015 | 0.000019 | 0.00001 | 0.000017 | 0.000009 | 0.000005 | 0.000004 | 0.000005 | 0.000004 | 0.000051 |
| Average Throughput (txns/s) | 96057.36719 | 32828.38281 | 33001.85547 | 84951.14063 | 26931.30664 | 14545.60254 | 18648.00195 | 10396.5 | 16671.10742 | 9282.835938 | 4932.439941 | 4250.602051 | 4667.65918 | 4027.512939 | 50539.23047 |
| Low | Average Throughput (txns/ns) | 0.000092 | 0.00003 | 0.000029 | 0.000014 | 0.000019 | 0.000011 | 0.000014 | 0.000014 | 0.000008 | 0.000008 | 0.000005 | 0.000007 | 0.000031 | 0.000005 | 0.000002 |
| Average Throughput (txns/s) | 92155.00781 | 29594.30664 | 28503.28906 | 14372.10059 | 18660.47656 | 10724.84473 | 13604.72949 | 14285.92969 | 7839.189941 | 7618.383789 | 5262.038574 | 6644.799805 | 31235.38477 | 5494.387695 | 2309.02124 |

Table : STM Throughput Data

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| STM Transaction Implementation | | | | | | | | | | | | | | | | |
| Contention Status | Thread Count | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 15 | 20 | 25 | 30 | 35 |
| High | Average Throughput (txns/ns) | 0.000083 | 0.000163 | 0.000032 | 0.000023 | 0.000016 | 0.000014 | 0.000012 | 0.000011 | 0.00001 | 0.000008 | 0.000009 | 0.000041 | 0.000005 | 0.000006 | 0.000003 |
| Average Throughput (txns/s) | 82589.46094 | 162715.5625 | 31718.53711 | 23429.85938 | 15881.53418 | 13922.54297 | 12395.32129 | 10570.80566 | 10209.48242 | 7963.34375 | 9036.780273 | 40762.06641 | 4538.916504 | 6200.39502 | 3255.375 |
| Low | Average Throughput (txns/ns) | 0.000404 | 0.000041 | 0.000031 | 0.000015 | 0.000021 | 0.000021 | 0.000012 | 0.000063 | 0.000008 | 0.000037 | 0.000007 | 0.000005 | 0.000005 | 0.000005 | 0.000003 |
| Average Throughput (txns/s) | 404110.5313 | 40682.14844 | 30734.95898 | 14633.53516 | 20917.02734 | 21354.83398 | 11916.2793 | 62878.13672 | 8202.833984 | 37453.30078 | 6892.921875 | 5353.479004 | 4792.48584 | 4883.834473 | 3010.306152 |

Table : HTM Throughput Data

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| HTM Transaction Implementation | | | | | | | | | | | | | | | | |
| Contention Status | Thread Count | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 15 | 20 | 25 | 30 | 35 |
| High | Average Throughput (txns/ns) | 0.0001 | 0.000037 | 0.000036 | 0.000015 | 0.000023 | 0.000017 | 0.000095 | 0.000077 | 0.000044 | 0.000006 | 0.000006 | 0.00005 | 0.000005 | 0.000004 | 0.000004 |
| Average Throughput (txns/s) | 99861.30469 | 36945.83594 | 35793.98047 | 15461.85156 | 23469.51367 | 17474.90039 | 95491.60156 | 77012.57031 | 43830.08203 | 5925.741211 | 5573.581543 | 50419.39453 | 4894.004883 | 3709.30127 | 4095.800537 |
| Low | Average Throughput (txns/ns) | 0.000097 | 0.000042 | 0.000028 | 0.000017 | 0.000013 | 0.000018 | 0.000013 | 0.000009 | 0.000013 | 0.000013 | 0.000009 | 0.000006 | 0.000004 | 0.000005 | 0.000004 |
| Average Throughput (txns/s) | 97130.53906 | 42330.72266 | 28239.34961 | 17432.41406 | 12931.29102 | 17652.97461 | 13001.25293 | 9205 | 13142.87207 | 13329.20801 | 9356.826172 | 6480.947754 | 4201.607422 | 5184.01123 | 3831.920898 |

Table : Optimistic Concurrency Control Throughput Data

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Optimistic Transaction Implementation | | | | | | | | | | | | | | | | |
| Contention Status | Thread Count | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 15 | 20 | 25 | 30 | 35 |
| High | Average Throughput (txns/ns) | 0.000429 | 0.000184 | 0.000163 | 0.00008 | 0.000101 | 0.000055 | 0.000057 | 0.00001 | 0.00001 | 0.000016 | 0.000007 | 0.000004 | 0.000007 | 0.000005 | 0.000004 |
| Average Throughput (txns/s) | 429174.625 | 183565.25 | 163429.4219 | 79858.49219 | 101227.5547 | 54827.80078 | 56618.44141 | 9846.922852 | 10437.4375 | 15696.69043 | 6921.17334 | 4140.543945 | 7233.138184 | 4925.152832 | 3858.750977 |
| Low | Average Throughput (txns/ns) | 0.00008 | 0.000238 | 0.00003 | 0.000022 | 0.000018 | 0.000016 | 0.000013 | 0.000013 | 0.000104 | 0.000016 | 0.000008 | 0.000007 | 0.000006 | 0.000004 | 0.000004 |
| Average Throughput (txns/s) | 79633.125 | 238315.1875 | 29551.98438 | 22037.90625 | 17756.78125 | 15847.7334 | 13227.04981 | 12815.45898 | 103537.4375 | 15740.18945 | 7797.942871 | 7455.091309 | 5751.645508 | 4115.157227 | 4428.605957 |

### Analysis:

Across all methods and for both high and low contention cases, the data generally shows that as thread count increases average throughput decreases. Because this was the case for both high contention This visually can be seen in the following plot:

Plot : Throughput versus Thread Count

# Compilation Instructions

1. Run the Makefile using: make
   1. This will generate all object files and the executable.
2. Clean the project using: make clean

# Execution Instructions

* SGL
  1. ./bank –init init\_file.txt –txn txn\_file.txt -o ledger.txt -t NUM\_THREADS –alg=sgl
* Two Phase Locking
  1. ./bank –init init\_file.txt –txn txn\_file.txt -o ledger.txt -t NUM\_THREADS –alg=2pl
* STM
  1. ./bank –init init\_file.txt –txn txn\_file.txt -o ledger.txt -t NUM\_THREADS –alg=stm
* HTM
  1. ./bank –init init\_file.txt –txn txn\_file.txt -o ledger.txt -t NUM\_THREADS –alg=htm
* Optimistic
  1. ./bank –init init\_file.txt –txn txn\_file.txt -o ledger.txt -t NUM\_THREADS –alg=opt
* bank\_script.sh:
  1. Low contention test: ./bank\_script -t NUM\_THREADS -c low\_contention
  2. Low contention test: ./bank\_script -t NUM\_THREADS -c high\_contention

# Known Assumptions

1. All files must be text files.
2. The number of iterations must be greater than or equal to 1 for counter.
3. If the number of threads exceeds the number of transactions, the number of threads will be set to the number of transactions. A warning will appear, but bank will still run.
4. The bank’s total must be the same as the sum of all the account balances.

# Known Bugs

1. Occasionally, two phase locking will not work. Additionally, the print statements that print out the current transaction are needed for two phase locking to work.